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Section I: Introduction

One of the greatest challenges facing hospitality companies today is the intense volume and pace of competition. The endless possibilities leave consumers with the opportunity to substitute, the ability to be price-sensitive, and the capacity to expect high levels of service (Kandampully & Suhartanto, 2000). The constant threat of substitutes and new entrants leads the hotel industry to rely heavily on competitive analysis to evaluate a property’s performance and design specific competitive strategies. Although there is extensive research on pre-determined competitive sets, little research has been done to analyze hotel competitive sets from the consumer perspective.

Nowadays, it is not enough for hotels to benchmark themselves against their pre-determined competitive sets. According to Kim and Canina, although all luxury hotels belong to a specific product type, consumers may not consider all properties when making a decision and may even consider options outside of this product category (Kim & Canina, 2011). Discrepancies such as this one occur across all scales and classes.

With that said, this thesis uses TripAdvisor data to analyze consumer behavior. Which hotels did online viewers click on in the same session? Why? The study analyzes trends in target/competitor pairs across 11 cities internationally. The main focus of the research is based on the intensity of common sessions, which is defined as the number of sessions in which both the target property and the competitor property were viewed by a potential guest. This study determines the relationship between the intensity of common sessions and the following independent variables: scale (independent or branded), class (economy, midscale, upper midscale, upscale, upper upscale, luxury), distance (from target to competitor), and TripAdvisor score.
Overall, this thesis aims to find a generalizable model that explains consumer perception of hotel competitive sets. Which factor holds the most weight in pushing a consumer to click on a competitor? Is it the scale? Class? Location? TripAdvisor score? The answer to this question would help consumers think about which hotels they should be viewing as competitors while also showing the target hotels how they should benchmark their properties. After running regressions and performing cluster analysis, the results showed that there is an ability to generalize consumer views on competitive sets.

This thesis is organized in the following manner. Section II provides a literature review on four topics: the identification of hotel competitive sets, the significance of accurate identification, the inconsistency in the definition of competitive sets, and the objective of our competitive set research. Section III provides detailed information about the data sample. In Section IV, the regression results, visual displays, and cluster data will be revealed. Finally, Section V will discuss the significance of these results, conclude the study, and provide limitations of this research.
Section II: Literature Review

This literature review is comprised of 4 sections. They are organized in the following order: 1) The identification of hotel competitive sets 2) The significance of accurate identification 3) The inconsistency in the definition of competitive sets 4) The objective of our competitive set research.

**Identification of Hotel Competitive Sets**

Within the hospitality industry, hotel competitive sets play a vital role in providing an accurate depiction of a hotel’s historical success and predicting future performance. According to Chen, a competitive set can be defined as “firms operating in the same industry, offering similar products, and targeting similar customers” (Chen, 1996). Competition, however, has recently become even more complex for hospitality companies due to the increasing use of the internet as a convenient and reliable search and transaction channel.

Online reviews published both on specialized websites (i.e. TripAdvisor.com), as well as on OTA websites (i.e. booking.com), are becoming an important focus of research (Filieri & McLeay, 2013). Online reviews can have a drastic effect on business due to the fact that they can positively or negatively alter a consumer’s decision-making process. As a result, although hotels used to compete primarily with other hotels in close proximity, they now compete with hotels located farther if they have better online reviews or offer more appealing services, amenities, or rates (Li & Netessine, 2012).

With that said, understanding the competition structure in a market is crucial, especially when hotel executives are using the performance of the competitive set for benchmarking purposes. According to Kim and Canina, competitive set identification is required for hotel companies to generate strategy, recognize market position, and evaluate success (Kim & Canina,
Interestingly enough, current practice for defining a competitive set in the hotel industry “ranges from looking across the street to identifying properties that charge the same basic rates (appealing to customers with the same price tolerance), and to weighing and scoring property attributes” (Li & Netessine, 2012).

While strategies vary, two approaches to competitor identification that have been applied throughout various industries include the following methods (Li, 2014):

- **Supply-based** - This approach is focused on the attributes of competing companies. According to the supply-based model, competitors are identified based on the product, service, resources, or strategies provided. Within the hotel industry, certain attributes may consist of room rate, location, scale, human capital resources, and organizational resources (Li, 2014).

- **Demand-based** - The demand-based model focuses primarily on the guests. More specifically, this approach looks at customers’ purchasing behaviors to identify competitors. This approach tends to be more subjective, as it is based on the manager’s understanding and perspective of the market and customer base. In addition, this model is more costly, as it requires research and analysis (Li, 2014).

Depending on upper-level management, certain properties may implement one or both of these strategies to define their competitors. Taking these approaches into account, it is important to note that the general process of competitive set identification in the lodging industry can typically be divided into 3 separate stages. First, managers classify their hotel’s identity, which is comprised of several factors including tangible (i.e. location, size), intangible (i.e. brand image, reputation), and strategic (i.e. mission, vision). After, managers will begin market screening to find a list of properties with similar identities. This stage is where the strategies mentioned above
come into play. Finally, managers will match and select competitor hotels. This final step is where most of the subjectivity comes in, as managers end up choosing which properties will be included in competitive set (Li, 2014).

**Significance of Accurate Identification**

In an increasingly dynamic, consumer-driven environment, it is critical for hotels to accurately identify and immediately react to potential competitors (Webb & Zvi, 2017). The correct identification of a competitive set is essential for establishing competitive advantage and profitability, as shown below:

- **Competitive Advantage**- Competitive advantage becomes apparent when firms can offer lower prices than competitors or provide unique benefits that offset the higher price. The primary purpose of competitive analysis is to “evaluate a company’s position in a market and try to keep ahead of competition through certain competitive advantages” (Li, 2014). The first step in working towards competitive advantage is getting the competitive analysis right and knowing who the competitors are. Once a competitive set is established, it is important to understand the key forces of supply and demand within a competitive environment in order to attain and sustain competitive advantage (Phillips, 1999).

- **Profitability**- When striving to increase profits, it is necessary to understand the competitive environment in order to prepare for price changes. Kim and Canina reveal that competitive pricing strategies affect both occupancy and RevPAR across market segments (Kim & Canina, 2011). In order to sustain long-term profitability, firms must respond strategically to competition (Porter, 1996). Again, defining the competitive set is the first step in order to accomplish this goal.
According to Kim and Canina, “If key competitors are left out of the analysis, the result could be misleading findings and poor strategic and competitive analysis” (Kim & Canina, 2009). Without the correct competitive set established, hotel executives will face much more of a challenge in attempting to attain success. As shown, it is crucial for hotels to accurately identify their competitive sets in order to understand the competitive atmosphere and both establish competitive advantage and achieve profitability in the industry.

**Inconsistency in Definition of Competitive Sets**

Due to the fact that the traditional approach for determining competitive sets typically entails a combination of methods, it becomes a subjective process. The subjectivity leaves room for error in terms of identifying and benchmarking against the competitive set. Extensive research on this discrepancy reveals the following issues:

1) **Fragmented nature of the hotel industry**- Inherently, hotels are different in terms of target market, ownership, management structure, location, size, amenities, and more (Webb & Zvi, 2017). Attempting to take all of these considerations into account leads to a very large list of potential competitors. With that said, hotel managers face difficulty in coming to a consensus on a single set of hotels for benchmarking purposes (Mohammed, 2014).

2) **Potential conflict of interest**- In the service industry, incentives are oftentimes tied to performance, and therefore, lead to deliberate oversight. When the hotel’s management team selects hotels for their competitive set, they face conflicting financial and personal incentives to outperform that same competitive set. As a result, hoteliers have “acquired comp sets, changed comp sets, added comp sets, and used comp sets to understand the economic climate around them, base internal analysis,
indexes, and often performance bonuses” (Hillyard, 2011). This conflict of interest can lead to serious damage given the competitive set’s crucial role as a performance assessment measure in the hotel industry.

As a result of these errors, there is oftentimes discrepancy in the makeup of competitive sets across market segments. As mentioned before, this inconsistency can be detrimental for the success of the hotel in the long run.

**Objective of Competitive Set Research**

As shown, most current competitive set identification methods are failing to reflect the true competitive position of any given property. The issues that result from the current processes could potentially be alleviated if consumer perception was the main focus of competitor identification. According to Kim and Canina, a hotel’s position is heavily determined by the way the consumer views that property against its competition (Kim & Canina, 2009). The competitive set from a guest’s perspective consists of the properties viewed as substitutes. This group of hotels that are alternatives to the initial search is exactly where the target hotel’s true competition lies. While hoteliers must be aware of their hotel’s position in terms of product tiers, consumer perception should be a crucial consideration when determining a competitive set (Kim & Canina, 2009).

With that said, this research aims to shed light on the idea of consumer perception of hotel competitive sets. Some initial questions that came to mind include the following: Which hotels did consumers click on after their initial search? How many competitors did they look at? Did they visit any of the competitor company websites? Answers to questions of this nature would begin to reveal which hotels customers perceive as competitors and why. Taking a
customer-centric approach, we study hotel competition through the use of TripAdvisor and STR data.

One work that is similar to ours in terms of the research goal is a paper by Jun Li and Serguei Netessine. They “not only construct the competition network from the customer perspective, but also compare it against the competition network from the hotelier perspective to examine the degree of network mismatch” (Li & Netessine, 2012). They focus on the notion that hotels should see themselves in the eyes of potential consumers because ultimately hotels are competing for customers. They argue that rather than asking themselves with whom they think they are competing with, hotel executives should ask who their customers identify as their competition. Instead of TripAdvisor and STR data, Li and Netessine analyze a similar research question with clickstream data (Li & Netessine, 2012).
Section III: Data Sample

The section below will discuss the details of the data that was used to conduct our study. It is split into the following three sections: TripAdvisor data, STR data, and data for analysis.

TripAdvisor Data

This research focuses on TripAdvisor data that was extracted in June and July of 2017. The data sample is international, as it includes information about the following 12 cities: Boston, Dallas, Denver, Dublin, Edmonton, Helsinki, London, New York City, Orlando, San Francisco, Sydney, and Warsaw. The Excel spreadsheet contains material regarding target/competitor pairs. For each target property, the data includes the top competitor properties in terms of the number of times they are viewed in the same session (up to a total of 25 competitors).

Within the set, there are 84,453 unique target/competitor pairs. There are also 23 variables, which include the following:

- t_prop_id
- t_property
- t_address
- t_country
- t_city
- c_prop_id
- c_property
- c_address
- c_country
- c_city
- common_sessions
- same_sess_target_pageviews
- same_sess_competitor_pageviews
- same_sess_target_clicks
- same_session_competitor_clicks
- t_avg_score
- c_avg_score
- t_num_reviews
- c_num_reviews
- t_rank_percentile
- c_rank_percentile
- t_night_rate
- c_night_rate

The list above shows terminology used by TripAdvisor for data analysis. Variable names beginning with “t” are associated with the target property and variable names beginning with “c” are associated with the competitor property. The definitions for the bolded terms are as follows:
<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>common_sessions</td>
<td>Number of sessions in which both competitor property and target property were viewed</td>
</tr>
<tr>
<td>same_session_target_clicks</td>
<td>Number of clicks the target property received when viewed in the same session as the competitor</td>
</tr>
<tr>
<td>same_session_competitor_clicks</td>
<td>Number of clicks the competitor property received when viewed in the same session as the target property</td>
</tr>
<tr>
<td>same_session_target_pageviews</td>
<td>Number of target property pages viewed when viewed in the same session as the competitor property</td>
</tr>
<tr>
<td>same_session_competitor_pageviews</td>
<td>Number of competitor property pages viewed when viewed in the same session as the target property</td>
</tr>
<tr>
<td>t_avg_score, c_avg_score</td>
<td>Average score given in reviews in the past month</td>
</tr>
<tr>
<td>t_num_reviews, c_num_reviews</td>
<td>Number of reviews received in the past month</td>
</tr>
<tr>
<td>t_rank_percentile, c_rank_percentile</td>
<td>Average rank in the last month</td>
</tr>
<tr>
<td>t_night_rate, c_night_rate</td>
<td>Minimum nightly rate shown in the past month</td>
</tr>
</tbody>
</table>

Table 1: Definitions of TripAdvisor terms

From looking at the information, it is clear that *common sessions, same session target clicks, same session competitor clicks, same sessions target pageviews, and same session competitor pageviews* are the 5 variables that provide data about the correlation between the target and competitor property. In order to determine which metric would be most useful for our analysis, we considered the number of observations and calculated the means and standard deviations for each variable. The results can be found below:
<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th># of Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>common_sessions</td>
<td>58.57</td>
<td>403.74</td>
<td>84,453</td>
</tr>
<tr>
<td>same_session_target_clicks</td>
<td>401.76</td>
<td>1,864.88</td>
<td>84,453</td>
</tr>
<tr>
<td>same_session_competitor_clicks</td>
<td>437.97</td>
<td>3,694.45</td>
<td>84,453</td>
</tr>
<tr>
<td>same_session_target_pageviews</td>
<td>10.76</td>
<td>20.09</td>
<td>55,188</td>
</tr>
<tr>
<td>same_session_competitor_pageviews</td>
<td>10.92</td>
<td>19.81</td>
<td>58,845</td>
</tr>
</tbody>
</table>

Table 2: Analysis for variables that describe target/competitor pairs

After analyzing the data, it became clear that the common sessions variable was the most useful piece of information. The values for same session target pageviews and same session competitor pageviews tended to be extremely high numbers, causing the means and standard deviations to react accordingly. This is due to the inherent nature of the variable; one consumer could click on a property multiple times when deciding between different hotels. As a result, this data doesn’t necessarily show the volume of consumers that are making the association between the target and competitor hotel, which is what this research is focused on.

In addition, the same session target clicks and same session competitor clicks variables did not have sufficient data across all cities, as shown by the number of observations for these two variables. Overall, common sessions proved to be the most valuable piece of information in discovering a relationship between the target and competitor properties. With that said, this study uses common sessions as the dependent variable to measure the intensity of the target/competitor association.

**STR Data**

STR data was used to analyze specific independent variables affecting common session intensity. The data collected included the class (economy, midscale, upper midscale, upscale, upper upscale, luxury), scale (branded or independent), location (urban, suburban, airport), price
(budget, economy, midprice, upscale, luxury), affiliation (hotel brand), and geographic position (latitude and longitude) for each target and competitor. This process shed light on the relationship between the pair and allowed for investigation on attributes in which consumers have perceived as characteristics that make properties similar.

It is important to note that by using the latitude and longitude coordinates, the distance between the target and competitor was calculated. This study displays the distance in miles. The formula that was used for this variable is as follows:

$$
= ((ACOS(COS(RADIANS(90-Latitude\_t))*COS(RADIANS(90-Latitude\_c)))+SIN(RADIANS(90-Latitude\_t))*SIN(RADIANS(90-Latitude\_c))*COS(RADIANS(Longitude\_t-Longitude\_c)))*3959)$$

After calculating the distance, a holistic look at the data helped determine specific variables for the investigation. Taking the analysis approach into account and focusing on consumer perception, the following independent variables were chosen: scale (independent or branded), class (economy, midscale, upper midscale, upscale, upper upscale, luxury), distance (from target to competitor), and TripAdvisor score.

**Data for Analysis**

After gathering the data for all target/competitor pairs, certain factors were taken into account to ensure a strong sample. First, the data for Dublin, Ohio was deleted. The original intent in requesting data for Dublin was to capture information for Dublin, Ireland. Being that we received records for Ohio instead, the data turned out to be minimal and irrelevant to the scope of the study. Next, all targets without at least 16 competitors were deleted. This ensured that the study was focusing on target hotels with between 16 to 25 competitors listed. Moreover, all

---

1 This formula was obtained from Microsoft (citation in Bibliography)
competitors with a distance of more than 60 miles were deleted to reduce the potential effect of outliers.

Finally, the common session variable was ranked for each city. In order to do this, the following formula was utilized:

\[ \text{PERCENTRANK.EXC(All common session values, Value for one target/competitor pair)} \]

To ensure standardization, the common sessions were ranked according to each city instead of across the targets or across the entire data set. When looking at the targets within each city, it became clear that certain targets had much higher common session averages than others. For example, in Sydney, the Adina Apartment Hotel Coogee had an average of 32.47 with a range of 30. For the Amora Hotel Jamison, the average was 176.13 with a range of 221. As a result, ranking the common sessions by target property would leave us with an inconsistent index.

In addition, when looking at the entire data set, some cities had much higher common session averages than others due to the use of TripAdvisor. For example, the common session average in NYC was 117.81 with a range of 24,050 whereas the common session average in Helsinki was 54.15 with a range of 226. This shows that location generally has an effect on the amount that consumers use TripAdvisor. Once again, ranking common sessions by the entire data set would leave us with an inconsistent index.

After ranking the variable by city, the common session index was also converted into a qualitative measure. We broke the results down into two categories, high intensity and low intensity. If the common session rank was above 50%, it was considered a high intensity competitor, and if it was below 50%, it was considered a low intensity competitor.
Taking the changes listed above into account, the data sample consisted of the following breakdown:

<table>
<thead>
<tr>
<th>City</th>
<th>Data Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boston</td>
<td>1,767</td>
</tr>
<tr>
<td>Dallas</td>
<td>2,368</td>
</tr>
<tr>
<td>Denver</td>
<td>2,460</td>
</tr>
<tr>
<td>Edmonton</td>
<td>759</td>
</tr>
<tr>
<td>Helsinki</td>
<td>1,053</td>
</tr>
<tr>
<td>London</td>
<td>15,832</td>
</tr>
<tr>
<td>NYC</td>
<td>7,784</td>
</tr>
<tr>
<td>Orlando</td>
<td>4,450</td>
</tr>
<tr>
<td>San Francisco</td>
<td>4,371</td>
</tr>
<tr>
<td>Sydney</td>
<td>520</td>
</tr>
<tr>
<td>Warsaw</td>
<td>842</td>
</tr>
<tr>
<td><strong>Total:</strong></td>
<td><strong>42,206</strong></td>
</tr>
</tbody>
</table>

*Table 3: Breakdown of data sample*
Section V: Analysis & Results

The 3 main components of this study include regression, visual displays (scatter plots & histograms), and K-means clustering. The analysis process included moving back and forth between methods based on new findings. This section provides information about the 3 analysis components and reveals specific details about the process.

Discovering Relationships in the Data Set

In order to begin evaluating the data sample, we first applied regression analysis. This way, we could begin uncovering interaction between the independent and dependent variables.

Regression Summary

Regression analysis is a statistical method for studying the relationship between two or more variables. The main objective of the analysis is to arrive at a mathematical relationship which will predict values for one variable, called the dependent variable, based on the values of the remaining variables, called the independent variables. Regression analysis with only one independent variable is called a simple linear regression and analysis with two or more independent variables is called multiple regression. By considering more than one independent variable, multiple regressions are expected to develop a predictive equation that better fits the data than a simple linear regression equation would (Eldredge & Black, 2002). Since this study includes several independent variables, a multiple regression was utilized.

Regression Preparation

Within multiple linear regression, predictor variables may be defined quantitatively (continuous) or qualitatively (categorical) (Eldredge & Black, 2002). Since this study included both quantitative and qualitative information, we had to convert the qualitative information (STR data) into categorical values that could be put into the regression. The initial city-specific
regression focused on scale (independent or branded), class (economy, midscale, upper midscale, upscale, upper upscale, luxury), distance (from target to competitor), TripAdvisor score, and common session intensity. Common session intensity was the dependent variable and all other factors were independent variables.

Being that target scale, competitor scale, target class, and competitor class were all qualitative values, dummy coding was used to assign new values for the regression. Dummy coding assigns values “1” and “0” to reflect the presence and absence, respectively, of a specified variable (Gupta, 2008). The following steps were taken to prepare the data for regression:

<table>
<thead>
<tr>
<th>Variable</th>
<th>Conversion</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Target Scale (Categorical)</strong></td>
<td>Use dummy coding-&lt;br&gt;0's represent branded target properties and 1's represent independent target properties</td>
</tr>
<tr>
<td><strong>Competitor Scale (Categorical)</strong></td>
<td>Use dummy coding-&lt;br&gt;0's represent branded competitor properties and 1's represent independent competitor properties</td>
</tr>
<tr>
<td><strong>Competitor Class (Categorical)</strong></td>
<td>Use dummy coding-&lt;br&gt;<code>Competitor class worse</code> – 1’s represent a competitor with a class that is “worse” than the target&lt;br&gt;<code>Competitor class better</code> - 1’s represent a competitor with a class that is “better” than the target&lt;br&gt;<code>If both of these variables are a 0, then the target and competitor have the same class</code></td>
</tr>
<tr>
<td><strong>TripAdvisor ratio (Continuous)</strong></td>
<td>Turn TripAdvisor scores into a single ratio using the following formula:&lt;br&gt;<code>Competitor TripAdvisor Score</code>&lt;br&gt;<code>Target TripAdvisor Score</code></td>
</tr>
<tr>
<td><strong>Distance (Continuous)</strong></td>
<td>Leave value as is <em>(formula discussed on page 12)</em></td>
</tr>
<tr>
<td><strong>Common Session Intensity (Continuous)</strong></td>
<td>Leave value as is <em>(formula discussed on page 13)</em></td>
</tr>
</tbody>
</table>

*Table 4: Steps to prepare data for city-specific regression*
As shown, dummy coding was very helpful in determining values for scale and class. Being that scale only had two options (independent and branded), simple dummy coding was effective. However, since there were many options for class (economy, midscale, upper midscale, upscale, upper upscale, luxury), the most efficient approach was to compare the competitor class to the target class. By doing this, we defined 3 variables: same, better, worse.

As an example, if the target was an upscale property and the competitor was a midscale property, the competitor class would be worse. Since there are 3 values, we needed two dummy variables (worse class or better class), which were the predictors of the regression model. Each dummy variable was compared to the reference level (same class), which was coded as “0” for both dummy variables.

City-specific Regression

After preparing the data, we ran individual regressions for each city separately. The results for the coefficients of each independent variable are displayed below:

<table>
<thead>
<tr>
<th>Regression #1) City-specific</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target Scale</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Competitor Scale</td>
</tr>
<tr>
<td>Competitor Class_Better</td>
</tr>
<tr>
<td>Competitor Class_Worse</td>
</tr>
<tr>
<td>Trip Advisor Ratio</td>
</tr>
<tr>
<td>Distance</td>
</tr>
</tbody>
</table>

As shown, there is a large disconnect in both the signs and magnitude of the coefficients. When looking into the possible cause for this inconsistency, we started taking specific variables into account. When considering distance, we established that target and competitor hotels are typically much farther away from each other in cities like Orlando and much closer together in cities such as NYC. With that said, we realized that differences like this could be causing some variation in the data. Since the main goal of this research is to find a generalizable model that
works across all locations, we had to account for these differences in the individual cities. The following regressions attempted to account for inconsistencies across the 11 cities.

**Additional Regression Attempts**

### Regression #2) Distance squared

<table>
<thead>
<tr>
<th></th>
<th>Boston</th>
<th>Dallas</th>
<th>Denver</th>
<th>Edmonton</th>
<th>Helsinki</th>
<th>London</th>
<th>NYC</th>
<th>Orlando</th>
<th>San Fran</th>
<th>Sydney</th>
<th>Warsaw</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target Scale</td>
<td>-0.017</td>
<td>0.122</td>
<td>0.073</td>
<td>-0.133</td>
<td>0.044</td>
<td>-0.099</td>
<td>0.007</td>
<td>0.135</td>
<td>-0.180</td>
<td>-0.162</td>
<td>-0.168</td>
</tr>
<tr>
<td>Competitor Scale</td>
<td>0.042</td>
<td>0.141</td>
<td>0.065</td>
<td>-0.051</td>
<td>0.070</td>
<td>-0.038</td>
<td>-0.032</td>
<td>0.004</td>
<td>-0.092</td>
<td>-0.117</td>
<td>-0.067</td>
</tr>
<tr>
<td>Competitor Class_Better</td>
<td>-0.145</td>
<td>-0.098</td>
<td>-0.045</td>
<td>-0.060</td>
<td>-0.165</td>
<td>-0.050</td>
<td>-0.056</td>
<td>-0.014</td>
<td>-0.065</td>
<td>-0.112</td>
<td>-0.087</td>
</tr>
<tr>
<td>Competitor Class_Worse</td>
<td>-0.024</td>
<td>-0.044</td>
<td>-0.011</td>
<td>0.025</td>
<td>-0.018</td>
<td>-0.049</td>
<td>-0.021</td>
<td>0.025</td>
<td>0.096</td>
<td>-0.056</td>
<td>-0.073</td>
</tr>
<tr>
<td>TripAdvisor Ratio</td>
<td>-0.419</td>
<td>-0.097</td>
<td>-0.125</td>
<td>-0.079</td>
<td>-0.235</td>
<td>-0.118</td>
<td>-0.240</td>
<td>-0.082</td>
<td>-0.141</td>
<td>-0.133</td>
<td>-0.264</td>
</tr>
<tr>
<td>Distance Squared</td>
<td>-0.014</td>
<td>-0.018</td>
<td>-0.002</td>
<td>-0.001</td>
<td>-0.023</td>
<td>-0.002</td>
<td>-0.002</td>
<td>0.000</td>
<td>-0.011</td>
<td>-0.002</td>
<td>-0.005</td>
</tr>
</tbody>
</table>

### Regression #3) Both distance and TripAdvisor ratio squared

<table>
<thead>
<tr>
<th></th>
<th>Boston</th>
<th>Dallas</th>
<th>Denver</th>
<th>Edmonton</th>
<th>Helsinki</th>
<th>London</th>
<th>NYC</th>
<th>Orlando</th>
<th>San Fran</th>
<th>Sydney</th>
<th>Warsaw</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target Scale</td>
<td>-0.016</td>
<td>0.113</td>
<td>0.067</td>
<td>-0.145</td>
<td>0.042</td>
<td>-0.100</td>
<td>0.009</td>
<td>0.137</td>
<td>-0.182</td>
<td>-0.162</td>
<td>-0.167</td>
</tr>
<tr>
<td>Competitor Scale</td>
<td>0.039</td>
<td>0.147</td>
<td>0.067</td>
<td>-0.046</td>
<td>0.049</td>
<td>-0.033</td>
<td>-0.031</td>
<td>0.004</td>
<td>-0.092</td>
<td>-0.116</td>
<td>-0.067</td>
</tr>
<tr>
<td>Competitor Class_Better</td>
<td>-0.148</td>
<td>-0.101</td>
<td>-0.051</td>
<td>-0.064</td>
<td>-0.168</td>
<td>-0.053</td>
<td>-0.056</td>
<td>-0.016</td>
<td>-0.071</td>
<td>-0.112</td>
<td>-0.087</td>
</tr>
<tr>
<td>Competitor Class_Worse</td>
<td>-0.031</td>
<td>-0.033</td>
<td>-0.005</td>
<td>0.026</td>
<td>-0.017</td>
<td>-0.048</td>
<td>-0.021</td>
<td>0.024</td>
<td>0.098</td>
<td>-0.057</td>
<td>-0.072</td>
</tr>
<tr>
<td>TripAdvisor Ratio Squared</td>
<td>-0.169</td>
<td>-0.021</td>
<td>-0.026</td>
<td>-0.016</td>
<td>-0.083</td>
<td>-0.026</td>
<td>-0.092</td>
<td>-0.021</td>
<td>-0.032</td>
<td>-0.075</td>
<td>-0.122</td>
</tr>
<tr>
<td>Distance Squared</td>
<td>-0.014</td>
<td>-0.001</td>
<td>-0.002</td>
<td>-0.001</td>
<td>-0.023</td>
<td>-0.022</td>
<td>-0.022</td>
<td>0.000</td>
<td>-0.012</td>
<td>-0.002</td>
<td>-0.005</td>
</tr>
</tbody>
</table>

### Regression #4) Distance squared and no target or competitor scales

<table>
<thead>
<tr>
<th></th>
<th>Boston</th>
<th>Dallas</th>
<th>Denver</th>
<th>Edmonton</th>
<th>Helsinki</th>
<th>London</th>
<th>NYC</th>
<th>Orlando</th>
<th>San Fran</th>
<th>Sydney</th>
<th>Warsaw</th>
</tr>
</thead>
<tbody>
<tr>
<td>Competitor Class_Better</td>
<td>-0.147</td>
<td>-0.087</td>
<td>-0.042</td>
<td>-0.067</td>
<td>-0.109</td>
<td>-0.072</td>
<td>-0.056</td>
<td>-0.007</td>
<td>-0.071</td>
<td>-0.089</td>
<td>-0.077</td>
</tr>
<tr>
<td>Competitor Class_Worse</td>
<td>-0.032</td>
<td>-0.025</td>
<td>-0.009</td>
<td>0.005</td>
<td>-0.024</td>
<td>-0.068</td>
<td>-0.026</td>
<td>0.019</td>
<td>0.082</td>
<td>-0.065</td>
<td>-0.073</td>
</tr>
<tr>
<td>TripAdvisor Ratio</td>
<td>-0.406</td>
<td>-0.096</td>
<td>-0.122</td>
<td>-0.100</td>
<td>-0.230</td>
<td>-0.139</td>
<td>-0.237</td>
<td>-0.077</td>
<td>-0.161</td>
<td>-0.143</td>
<td>-0.281</td>
</tr>
<tr>
<td>Distance Squared</td>
<td>-0.014</td>
<td>-0.001</td>
<td>-0.002</td>
<td>-0.001</td>
<td>-0.023</td>
<td>-0.002</td>
<td>-0.002</td>
<td>0.001</td>
<td>-0.011</td>
<td>-0.002</td>
<td>-0.005</td>
</tr>
</tbody>
</table>

### Regression #5) Distance squared and no target or competitor scales or class

<table>
<thead>
<tr>
<th></th>
<th>Boston</th>
<th>Dallas</th>
<th>Denver</th>
<th>Edmonton</th>
<th>Helsinki</th>
<th>London</th>
<th>NYC</th>
<th>Orlando</th>
<th>San Fran</th>
<th>Sydney</th>
<th>Warsaw</th>
</tr>
</thead>
<tbody>
<tr>
<td>TripAdvisor Ratio</td>
<td>-0.524</td>
<td>-0.106</td>
<td>-0.128</td>
<td>-0.110</td>
<td>-0.294</td>
<td>-0.144</td>
<td>-0.244</td>
<td>-0.079</td>
<td>-0.179</td>
<td>-0.150</td>
<td>-0.313</td>
</tr>
<tr>
<td>Distance Squared</td>
<td>-0.014</td>
<td>-0.001</td>
<td>-0.002</td>
<td>-0.001</td>
<td>-0.024</td>
<td>-0.002</td>
<td>-0.002</td>
<td>-0.001</td>
<td>-0.011</td>
<td>-0.002</td>
<td>-0.005</td>
</tr>
</tbody>
</table>

In certain cases, these attempts fix inconsistencies in the signs of the coefficients of the independent variables (i.e. more negative coefficients in #4 and #5). However, there is still a large discrepancy in the magnitudes across the cities. Take Regression #5 as an example. All coefficients are negative, but when considering the magnitudes of these coefficients, there is a disconnect. For TripAdvisor ratio, Orlando holds the maximum value (-0.079) and Boston holds
the minimum value (-.524), leaving a range of .445. This large range demonstrates differences across the cities.

In terms of regression statistics, the R-squared values, also known as coefficients of multiple determination, are statistical measures of how close the data fits the regression line. These values suggest that a specified percentage of the variability of the dependent variable (common sessions) can be explained by the independent variables in each of the respective regressions (Eldredge & Black, 2002). To provide more information on the regressions previously mentioned, the R-squared value for each is listed below:

<table>
<thead>
<tr>
<th>#1 City specific</th>
<th>Boston</th>
<th>Dallas</th>
<th>Denver</th>
<th>Edmonton</th>
<th>Helsinki</th>
<th>London</th>
<th>NYC</th>
<th>Orlando</th>
<th>San Fran</th>
<th>Sydney</th>
<th>Warsaw</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.362</td>
<td>0.224</td>
<td>0.325</td>
<td>0.200</td>
<td>0.318</td>
<td>0.187</td>
<td>0.954</td>
<td>0.990</td>
<td>0.358</td>
<td>0.301</td>
<td>0.415</td>
</tr>
<tr>
<td>#2 Distance squared</td>
<td>0.308</td>
<td>0.193</td>
<td>0.198</td>
<td>0.178</td>
<td>0.272</td>
<td>0.156</td>
<td>0.054</td>
<td>0.076</td>
<td>0.331</td>
<td>0.167</td>
<td>0.320</td>
</tr>
<tr>
<td>#3 Distance &amp; TAR squared</td>
<td>0.308</td>
<td>0.190</td>
<td>0.189</td>
<td>0.174</td>
<td>0.269</td>
<td>0.153</td>
<td>0.059</td>
<td>0.078</td>
<td>0.126</td>
<td>0.169</td>
<td>0.321</td>
</tr>
<tr>
<td>#4 Distance squared &amp; no scales</td>
<td>0.303</td>
<td>0.152</td>
<td>0.182</td>
<td>0.152</td>
<td>0.249</td>
<td>0.113</td>
<td>0.051</td>
<td>0.041</td>
<td>0.185</td>
<td>0.080</td>
<td>0.206</td>
</tr>
<tr>
<td>#5 Distance squared &amp; no scales or class</td>
<td>0.355</td>
<td>0.124</td>
<td>0.176</td>
<td>0.117</td>
<td>0.171</td>
<td>0.100</td>
<td>0.043</td>
<td>0.039</td>
<td>0.141</td>
<td>0.063</td>
<td>0.189</td>
</tr>
</tbody>
</table>

*Figure 1: R-squared value for all regressions across cities*

Similar to the variable coefficients, there is inconsistency in the magnitude of these values across regression attempts. For example, in Regression #2, San Francisco holds the maximum value (0.331) and NYC holds the minimum value (0.054), leaving a range of .277. Again, this inconsistency highlights the variation within the data.

Taking the coefficient and R-squared values into account, we can infer that the regressions above show that while there is clearly interaction between the variables, the relationship is not linear. When applying this concept, the conclusion makes sense in terms of consumer perception. For example, in some cases, a consumer may be interested in a competitor who is extremely close by but has a lower TripAdvisor score, and in other cases, the consumer may consider a competitor who is farther away with a higher TripAdvisor score. As a result, we recognize that the relationship between these variables is intricate and complex.
Analyzing Distance and TAR Interaction

As mentioned above, all cities have negative distance and TripAdvisor ratio coefficients in the final regression. Even though the magnitudes greatly differ for TripAdvisor ratio, seeing the same sign across cities for both distance and TripAdvisor ratio is reassuring. It demonstrates that there is clearly interplay between these two variables. In order to get a better sense of the interaction between these two variables, the next step was to overlay our dependent variable, common session intensity.²

Since TripAdvisor ratio and distance were the two continuous independent variables in the regressions, it made most sense to display these quantitative values on a scatter plot. An example of the results for San Francisco is displayed below:

![San Francisco scatter plot](image)

*Figure 2: San Francisco scatter plot- TripAdvisor ratio and distance*

² If the common session rank was above 50%, it was considered a high intensity competitor. If it was below 50%, it was considered a low intensity competitor.
In this scatter plot, there are 4371 total data points (2,369 for high intensity and 2,002 for low intensity). The graph shows the relationship between distance and TripAdvisor ratio for both the high and low intensity target/competitor pairs.

As shown, distance and TripAdvisor ratio are clearly impacting high and low intensity combinations in different ways. This scatter plot indicates that the high intensity common session pairs tend to have a similar TripAdvisor score (ratio close to 1) and be close by in terms of distance (<2 miles away). On the other hand, while the low intensity common session pairs do have a large concentration near similar TripAdvisor score and close by in distance, these pairs are also scattered elsewhere. There is a large group of data points in the top left, indicating that the competitor has a higher TripAdvisor score (ratio >1) and is close by in distance. In addition, there is a group of data points in the bottom right area of the scatter plot. Within this group, some are similar in terms of TripAdvisor score (ratio close to 1) and some are different in terms of TripAdvisor score (ratio below 1 or well above 1), but all pairs are far away from each other compared to the majority of the sample (>3 miles away).

Overall, from looking at the plot, it is clear that as one independent variable increases (distance or TripAdvisor ratio), the number of high intensity target/competitor pairs decreases. However, if the distance goes up slightly and is still considerably close in terms of TripAdvisor ratio, there are still many high intensity competitors. This demonstrates that distance is moderated with TripAdvisor score. Overall, there is clearly interplay between TripAdvisor ratio and distance. However, it is not a linear relationship suitable for a regression.

---

3 The formula for TripAdvisor ratio is $\frac{\text{Competitor TripAdvisor Score}}{\text{Target TripAdvisor Score}}$
**Evaluating the Impact of Scale and Class**

After establishing a relationship between distance and TripAdvisor ratio, we wanted to see how scale and class impacted our dependent variable, common session intensity. The histogram below displays the percentage of target hotels, low intensity competitors, and high intensity competitors by class (based on the full data set). For this analysis, the null hypothesis was that the distribution of class for the target hotels would look the same as the distribution of class for the competitor hotels.

As shown in the histogram above, the low intensity competitors closely mirror the target distribution. However, the high intensity competitors are clearly skewed toward the upper class.

---

4 See page 14 for breakdown of the data sample
upscale and luxury properties. With that said, we would expect that the null hypothesis would be rejected in this case.

The second histogram shown below displays the percentage of target hotels, percentage of low intensity competitors, and percentage of high intensity competitors by scale (based on the full data set). Again, the null hypothesis was that the distribution of scale for the target hotels would look the same as the distribution of scale for the competitor hotels.

Here, we see that the low intensity competitors closely mirror the target distribution. However, the high intensity competitors are skewed toward banded hotels. Similar to the last example, we would expect that the null hypothesis would be rejected here as well.

In order to confirm or reject these assumptions, we calculated the chi-squared value. The chi-squared statistic is used for testing relationships between categorical variables. This test
allowed us to determine if the observed cell counts were significantly different from the expected cell counts (Eldredge & Black, 2002).

In terms of our research, we compared the actual counts of target hotel distributions (for low and high intensity competitors) to expected counts. We estimated the expected counts with the following logic: Step 1) Divide the actual distribution of target hotels by the total number of target hotels (i.e. 67/183 for economy class) Step 2) Multiply the number from step #1 by the total number of competitors for each intensity level (i.e. (67/183)*2,002 for low intensity). We completed this process for both low and high intensity. The chi-squared results for class in San Francisco (histogram displayed in Figure 3) are shown below:

<table>
<thead>
<tr>
<th>Class</th>
<th>Actual Count</th>
<th>Expected</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Target</td>
<td>Low Intensity</td>
</tr>
<tr>
<td>Economy Class</td>
<td>67</td>
<td>703</td>
</tr>
<tr>
<td>Midscale Class</td>
<td>4</td>
<td>28</td>
</tr>
<tr>
<td>Upper Midscale Class</td>
<td>15</td>
<td>117</td>
</tr>
<tr>
<td>Upscale Class</td>
<td>24</td>
<td>319</td>
</tr>
<tr>
<td>Upper Upscale Class</td>
<td>50</td>
<td>593</td>
</tr>
<tr>
<td>Luxury Class</td>
<td>23</td>
<td>242</td>
</tr>
<tr>
<td>Total</td>
<td>183</td>
<td>2,002</td>
</tr>
<tr>
<td>P-value</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Chi-squared test results for class

The chi-squared tests proved our expectation and therefore, rejected the null hypotheses. The actual and expected counts indicate dramatic differences between them with p-values < 0.001. The histograms and chi-squared results prove that variables matter, but again, the
relationship is not linear or continuous. This conclusion further demonstrates that the initial regression attempts didn’t capture all of the interplay between the independent variables.

**Standardizing the Data**

In addition to proving that the relationship between variables is not linear, analyzing the visual displays across cities revealed inconsistencies in the continuous variables. When considering a specific example, NYC had a maximum distance of 9.22 miles and a maximum TripAdvisor ratio of 3.29. Orlando, on the other hand, had a maximum distance of 25.91 miles and a maximum TripAdvisor ratio of 5. This discrepancy led to very different scatter plot results between these cities, as shown below:

![NYC scatter plot](image)

*Figure 5: NYC scatter plot- TripAdvisor ratio and distance*
As shown by the maximum values on the axes labels, these two cities are on completely different pages in terms of TripAdvisor ratio and distance. In particular, the distance axis in Orlando is 3 times the distance axis in NYC. Taking this into account, we realized that in regression, it is difficult to put these cities on the same playing field.

As a result of this inconsistency, we had to standardize our continuous variables, TripAdvisor ratio and distance. For all cities, the means and standard deviations were calculated for these variables. The results are shown below:
<table>
<thead>
<tr>
<th>City</th>
<th>TripAdvisor ratio</th>
<th>Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Boston</td>
<td>1.09</td>
<td>.20</td>
</tr>
<tr>
<td>Dallas</td>
<td>1.17</td>
<td>.59</td>
</tr>
<tr>
<td>Denver</td>
<td>1.18</td>
<td>.58</td>
</tr>
<tr>
<td>Edmonton</td>
<td>1.25</td>
<td>.78</td>
</tr>
<tr>
<td>Helsinki</td>
<td>1.07</td>
<td>.23</td>
</tr>
<tr>
<td>London</td>
<td>1.15</td>
<td>.48</td>
</tr>
<tr>
<td>NYC</td>
<td>1.07</td>
<td>.23</td>
</tr>
<tr>
<td>Orlando</td>
<td>1.14</td>
<td>.50</td>
</tr>
<tr>
<td>San Francisco</td>
<td>1.17</td>
<td>.46</td>
</tr>
<tr>
<td>Sydney</td>
<td>1.05</td>
<td>.14</td>
</tr>
<tr>
<td>Warsaw</td>
<td>1.04</td>
<td>.15</td>
</tr>
</tbody>
</table>

Table 6: Means and standard deviations of TripAdvisor ratio and distance

When looking at the means and standard deviations in NYC and Orlando, we found major differences. In particular, the mean distance for Orlando is more than 4 times the mean distance in NYC. This finding clearly demonstrates the need for data standardization. As a result, we used the following formula to standardize the TripAdvisor ratio and distance variables.

\[
\frac{\text{Variable Value} - \text{Mean}}{\text{Standard Deviation}}
\]

This now puts all the cities on the same level for these two measures. After, we ran a regression with standardized TripAdvisor ratio and distance. We first ran the regressions for each of the cities and then ran a regression for all cities together. The results are shown below:

Figure 7: Results from standardized regressions (city-specific and entire data set)
While the standardization process did eliminate inconsistency to a certain degree, the results for the individual cities still revealed some unique differences, as shown by the magnitudes. As a result, we came to the conclusion that the standardized regression for all cities was not sufficient in coming to a conclusion on consumer perception of hotel competitive sets.

*Clustering to Model Distance and TAR Interaction*

Since we couldn’t capture all of the interaction between the independent variables, the regression results motivated the need to cluster variables based on similarity.

*K-means Clustering Summary*

Cluster analysis is a statistical method that classifies unknown groups of similar objects. It does not constrain the number of categories or predetermine the cutoff points. Instead, the number of categories and cutoff points are specific to the data sample. Put simply, cluster analysis identifies groups of homogenous objects by using underlying factors that drive the similarity (Mehra, 1996).

By summarizing the data into a small number of groups, the labels can provide a pattern of similarities and differences in the data. Statistically, a cluster is formed by minimizing the variance within a group (smaller variance implies that the objects are more similar) and maximizing the variance between the groups. In order to identify the group of homogenous objects by cluster analysis, it is important to pre-specify the factors that determine the similarity between the objects (Everitt, 2001).

Overall, cluster analysis offers several advantages to market researchers in the hospitality industry. Specifically, “the technique can be used to (a) develop typologies or classifications of customer groups, (b) define conceptual schemes for grouping customers, (c) use data to generate hypotheses about customer groups, or (d) test a concept to determine if specific types of
customers are present in a data set” (Aldenderfer et al., 1984; Romesburg, 1984). In our study, the cluster analysis mainly helped us develop classifications of consumer groups.

*Cluster Analysis*

In K-means clustering, the researchers have to make two major decisions: 1) which variables to use to divide the sample and 2) how many clusters are optimal (Everitt, 2001). In this study, we chose the standardized distance and standardized TripAdvisor ratio as the two variables for clustering.

In order to run the cluster analysis, an online template from *Cluster Analysis for Marketing* was downloaded and modified (Fripp, 2016). The standardized distance and standardized TripAdvisor ratio values (for target/competitor pairs across all cities) were used in the cluster model. Since we used the entire data set, we had 42,206 cases for the analysis (see page 14 for a breakdown of the total).

When choosing the number of clusters, there are a few important things to keep in mind. First, only one option should be chosen (two, three, four or five segments/clusters). Next, since the results of the cluster analysis are statistically derived, there is no connection in specific clusters across the different outputs. Each segmentation (i.e. 2 clusters, 3 clusters, etc.) is unique. Finally, it is important to look for a decent distribution across the segments (i.e. don’t have 90% of all the results in one segment). While doing this, consider an output with a lower sum of squared error (doesn't need to be the lowest, but avoid the highest) (Fripp, 2016).

Taking these considerations into account, the segmentation map that made the most sense in our analysis was 3 clusters. This cluster grouping avoided overlap and minimized the variance within groups while maximizing the variance between groups. A segmentation map for the results is displayed below:
As shown from the segmentation map, cluster 1 accounts for 10% of the data, cluster 2 accounts for 29% of the data, and cluster 3 accounts for 61% of the data. Cluster 1 represents the competitors that are clearly not a match—both far away in distance and worse in terms of TripAdvisor score. Cluster 2 represents the competitors that are close by in distance and have a lower TripAdvisor score. Finally, cluster 3 represents competitors that are close by in distance and have a better TripAdvisor score.

It is important to note that when clustering, our main goal was to understand the common session index across the data sample. As mentioned above, this exercise revealed 3 distinct clusters, which provided insight into what was truly going on with the common session intensity. After clustering the data, the last step in the analysis was to run a final regression taking the cluster results into account.
Cluster-based Regression Preparation

As mentioned, with multiple linear regression, predictor variables may be defined quantitatively or qualitatively (Eldredge & Black, 2002). In this case, the cluster data had to be converted into categorical values that could be used as inputs for the regression.

The final regression used cluster, class (chain scale difference), and common session intensity. Again, common session intensity was the dependent variable and all other factors were the independent variables. The following steps were taken to prepare the data for regression:

<table>
<thead>
<tr>
<th>Variable</th>
<th>Conversion</th>
</tr>
</thead>
</table>
| **Cluster (Categorical)**       | **Use dummy coding-**  
  *Cluster 1* – 1’s represent a target/competitor pair in cluster 1  
  *Cluster 2* – 1’s represent a target/competitor pair in cluster 2  
  *If both of these variables are a 0, then target/competitor pair is in Cluster 3* |
| **Chain Scale Difference**      | **Continuous**  
  Convert both target and competitor chain scale into numerical values  
  *(economy= .5, midscale= 1, upper midscale= 1.5, upscale= 2, upper upscale= 2.5, luxury =3)*  
  Use the following formula:  
  *Target chain scale value – Competitor chain scale value* |
| **Common Session Intensity**    | **Continuous**  
  Leave value as is *(formula discussed on page 13)* |

*Table 7: Preparation for final regression*
Cluster-based Regression

After preparing the data, we ran a regression for the entire data set (all 42,206 target/competitor pairs). The results are displayed below:

![Figure 9: Final regression results](image)

The results of this regression reveal that the cluster 2 and chain scale change independent variables are significant (p-value < .05). Since cluster 2 represents competitors that are close by in distance but have a lower TripAdvisor score, the significance in this variable reveals a strong relationship between consumer perception and this bucket of competitors. The significance in the chain scale change variable shows that the number of common sessions increases as the target chain scale becomes better than the competitor chain scale. These variable results are encouraging, as they begin to reveal what really matters in the eyes of consumers.

The cluster 1 variable, on the other hand, is insignificant, suggesting that this cluster is essentially no different than cluster 3 (as a result of the dummy coding applied). Taking these results into account, we began to further investigate the similarities between cluster 1 and cluster 3. As mentioned, cluster 1 represents the competitors that are both far away and worse in terms of TripAdvisor score, and cluster 3 represents competitors that are close by and have a better TripAdvisor score. Interestingly enough, these clusters correspond to the bottom right portion and top left area of the scatter plot discussed in Figure 2 respectively. With that said, clusters 1

---

5 The R Square value was .071
6 The formula for Chain Scale Change is Target Chain Scale - Competitor Chain Scale (see page 31 for more details)
and 3 represent the two regions in Figure 2 that are highly concentrated with purely low intensity target/competitor pairs. The regression results suggesting that these two clusters are no different is a logical argument being that our dependent variable is common session intensity.

After establishing that cluster 1 was insignificant, we ran the regression once more without this variable. The results are shown below:

<table>
<thead>
<tr>
<th></th>
<th>Coefficients</th>
<th>Standard Error</th>
<th>t Stat</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.516</td>
<td>0.002</td>
<td>336.537</td>
<td>0.000</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>0.136</td>
<td>0.003</td>
<td>48.941</td>
<td>0.000</td>
</tr>
<tr>
<td>CS Change</td>
<td>0.045</td>
<td>0.002</td>
<td>27.697</td>
<td>0.000</td>
</tr>
</tbody>
</table>

*Figure 10: Final regression results without cluster 1*

Once again, the results for cluster 2 and chain scale change are significant with p-values <.05. As mentioned, the positive coefficient for cluster 2 suggests that after their initial search, consumers tend to click on properties that are nearby with a lower TripAdvisor score. The positive coefficient for chain scale change reveals that consumers click on competitors with lower chain scales than their initial search.

Interestingly enough, these conclusions go hand in hand. If consumers are looking at competitors with lower chain scales compared to the target property, one would expect that the TripAdvisor scores would be lower as well. When considering our data sample, we see that this assumption holds true. The average TripAdvisor score increases as the class gets better (economy, midscale, upper midscale, upscale, upper upscale, luxury). The count (distribution of competitors within the data sample) and average TripAdvisor score for each class are displayed below:

---

7 The R Square value was .071
<table>
<thead>
<tr>
<th>Class</th>
<th>Count</th>
<th>Average TripAdvisor Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economy</td>
<td>5,207</td>
<td>3.61</td>
</tr>
<tr>
<td>Midscale</td>
<td>3,325</td>
<td>3.64</td>
</tr>
<tr>
<td>Upper Midscale</td>
<td>5,492</td>
<td>3.89</td>
</tr>
<tr>
<td>Upscale</td>
<td>9,390</td>
<td>4.13</td>
</tr>
<tr>
<td>Upper Upscale</td>
<td>11,427</td>
<td>4.31</td>
</tr>
<tr>
<td>Luxury</td>
<td>7,365</td>
<td>4.55</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>42,206</td>
<td></td>
</tr>
</tbody>
</table>

*Table 8: Count of competitors and average TripAdvisor score by class*

After analyzing this data, we came to the conclusion that consumers are looking at competitors who are close in distance with lower chain scales, and therefore, lower TripAdvisor scores. This finding suggests that consumers are looking for value and making price-based decisions for nearby hotels.

---

8 For a breakdown of this total by city, please see page 14
Section V: Summary

Taking the analysis components into account, it is clear that individual cities have unique trends with specific attributes/independent variables. As discussed, the discrepancy in both TripAdvisor ratio and distance in NYC and Orlando demonstrated a need to standardize the data. The main reason for this standardization was to ensure that all cities were on an even playing field. This step was critical when considering the goal of this study, which was to establish one generalizable model to explain consumer perception of hotel competitive sets.

Once we standardized the data across cities, K-means clustering helped tell the story behind the sample. What was really going on with the target/competitor pairs? Was there a way to classify these combinations? The cluster analysis answered these questions and consisted of the following segments: 1) Competitors that are clearly not a match- both far away and worse in terms of TripAdvisor score 2) Competitors that are close by the target in distance but have a lower TripAdvisor score 3) Competitors that are close by the target in distance and have a better TripAdvisor score.

Although there were 3 distinct segments in the cluster exercise, the final regression showed that only one cluster, cluster 2, was significant. Taking this into account, we essentially have two main buckets across the common session index. The first bucket consists of competitors that are close by in distance and have a lower TripAdvisor score, which correlates with cluster 2. The second bucket consists of all target/competitor pairs that do not fall into the previous category; this comes from the idea that cluster 1 and cluster 3 are no different according to the regression. As a result of this finding, we came to the following conclusion: Consumers are most likely to consider properties that are close by in distance with a lower chain scale, and therefore, lower TripAdvisor score, after their initial search for a lodging property.
Limitations and Future Research

Although the study results are encouraging and provide insight into consumer perception of hotel competitive sets, it is important to point out multiple limitations of our research. While addressing the restraints of our study, we also bring up opportunities for future research.

First, the study focused on a single sample of TripAdvisor data from June and July of 2017. Within the set, there were 84,453 unique target/competitor pairs. With that said, when considering the amount of data that TripAdvisor collects on a daily basis, this study’s sample was relatively small.

In addition, while this research includes international data, it only accounts for 11 cities across the globe. Moreover, 6 out of the 11 cities analyzed are in the United States. With that said, the sample certainly was not as diverse as it could have been. While we did notice inconsistencies across the data (which led us to standardize the sample), other discrepancies may have been brought to our attention if the scope of the study was larger.

Moreover, while we did look into independent versus branded hotels, the study did not research how specific brands play a role in altering consumer perception. For example, if a consumer initially searches for a Marriott hotel, is he/she more likely to click on another Marriott property? This is a valuable question to consider and would be an interesting topic to investigate for future research.

In another light, this research does not provide any insight into how resorts or specified all-inclusive packages fit into this analysis. Is there a similar consumer perception consensus among these types of properties? Again, this is another interesting question that would provide additional insight into the idea of consumer perception.
Finally, this study does not analyze how environmental & green initiatives impact consumer perception of hotel competitive sets. If a consumer initially searches for a hotel that has many green initiatives in place, is he/she more likely to click on another property that offers similar benefits? Again, this is another interesting topic that would be useful to investigate in order to get a better sense of consumer perception of hotel competitive sets.
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Appendix

The figures below include the scatter plots and histograms discussed in the paper (pages 19-23) for each of the 11 cities (in alphabetical order). Once again, the 11 cities include: Boston, Dallas, Denver, Edmonton, Helsinki, London, New York City, Orlando, San Francisco, Sydney, and Warsaw.

The order of the figures for each city is as follows: 1) Scatter plot representing the interaction between TripAdvisor ratio and distance 2) Histogram showing the distribution of scale (independent or branded) across targets, low intensity competitors, and high intensity competitors 3) Histogram showing the distribution of class (economy, midscale, upper midscale, upscale, upper upscale, luxury) across targets, low intensity competitors, and high intensity competitors.
Edmonton

Trip Advisor Ratio vs Distance

- Low Intensity
- High Intensity

Edmonton

Independents vs Branded

- Target
- Low Intensity
- High Intensity

Appendix F
Appendix I

London

Trip Advisor Ratio vs Distance

Low Intensity  High Intensity

London

Comparison of Independents vs Branded

Target  Low Intensity  High Intensity
Appendix J
Warsaw

Independents

- Target
- Low Intensity
- High Intensity

Branded

Warsaw

- Economy Class
- Midscale Class
- Upper Midscale Class
- Upscale Class
- Upper Upscale Class
- Luxury Class

- Target
- Low Intensity
- High Intensity